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Abstract
Definitions are hard. But they provide valuable insight into the
subject at hand. This paper presents a comprehensive analysis
of the term "control room" using word embeddings to provide a
nuanced definition. The study leverages the ACM Digital Library
to compile a corpus of texts related to control rooms, generating
word embeddings to capture semantic relationships. Key aspects
identified include the physical space, ergonomic design, multimodal
information presentation, warning systems, contextual awareness,
and command functions of control rooms. The analysis also explores
adjacent clusters, highlighting tactile interfaces, interactive surfaces,
and the use of large displays to enhance operator performance and
situational awareness. The findings underscore the technological,
ergonomic, and operational dimensions critical to the definition
and functionality of control rooms.

CCS Concepts
• Human-centered computing → Ubiquitous computing; In-
formation visualization.
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1 Introduction
Control rooms play a pivotal role in ensuring the security and well-
being of humans across various domains, from emergency medical
services to utility management. A comprehensive understanding of
control rooms begins with their definition. According to Hollnagel
and Woods, control rooms are "location[s] designed for an entity to
be in control of a process." [9]. This definition emphasizes the cen-
trality of control rooms in managing critical processes, highlighting
their importance in maintaining order and responding effectively
to emergencies. Further elaborating on this concept, Santos et al.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
Mensch und Computer 2024 – Workshopband, Gesellschaft für Informatik e.V., 01.-04.
September 2024, Karlsruhe, Germany
© 2024 Copyright held by the owner/author(s). Publication rights licensed to GI.

https://doi.org/10.18420/muc2024-mci-ws13-208

describe control rooms as "place[s] with an associated physical
structure, where the operators carry out [...] responsibilities." [18].
This definition introduces the idea of a control room as a phys-
ical space where operators perform their duties. It underscores
the physicality of control rooms, which are often characterized by
a well-defined structure, frequently enclosed by walls and some-
times windowless, as noted by Schoen [20]. The physicality is also
underscored by the definition of a control room in DIN EN ISO
11064: "core functional entity, and its associated physical structure,
where control room operators are stationed to carry out centralized
control, monitoring and administrative responsibilities" [1]. But
finding a functional definition which encompasses all aspects of
a control room is difficult, due to the complexities of natural lan-
guage that pose a significant challenge when attempting to define
abstract concepts or domain-specific terminology. In this regard,
the use of word embeddings has emerged as a promising approach,
as these computational representations can capture the semantic
relationships between words, potentially offering a more nuanced
understanding of their meanings [5].

When constructing word embeddings, the underlying assump-
tion is that words with similar contexts or usages tend to have
similar meanings [6, 17]. This is known as the "distributional hy-
pothesis" [6], which has been explored in various fields, including
speech recognition [2, 10]. By leveraging this principle, word em-
beddings can be employed to investigate the definition of the term
"control room" and uncover its semantic associations.

One approach to defining "control room" using word embeddings
could involve training a model on a large corpus of text, such as
academic or technical literature, that is likely to contain relevant
usage of the term [6, 10, 17]. The resulting vector representations
could then be analyzed to identify words that are semantically
similar to "control room", potentially providing insights into its core
characteristics and functionalities. For this project, we downloaded
all the titles for every paper available on the ACM Digital Library
related to "control room". The analysis provides insight into the
aspects of a control room that have been studied in literature, as well
as the terms commonly associated with research on control rooms.
Research in control rooms especially is highly diverse and covers a
large set of control room environments, making a standard survey
analysis of existing research work in this area very difficult. his
work is an attempt to define the concept of a control room through
a deeper analysis of research publications in computer science
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literature." "Although we specifically target literature for control
rooms, these methodologies might also apply to other targets of
research, where more manual approaches such as PRISMA [22]
tend to result in time-intensive undertakings. The remainder of
this paper is structured as follows: In the next section, the related
work is presented. Then we elaborate on how the corpus for the
data analysis was selected. After that the process how the word
groups where refined is presented, followed by a discussion about
the results in section 5.

2 Related Work
Extensive research has been conducted on the application of word
embeddings to various natural language processing tasks [8]. These
studies have demonstrated the utility of these techniques in cap-
turing semantic relationships and facilitating tasks such as speech
recognition, text classification, and knowledge representation.

For instance, [17] provides a comprehensive overview of the
fundamental principles underlying word embeddings, highlighting
their ability to encode word meaning and relationships in a densely
populated vector space. The authors emphasize the distributional
hypothesis as a key concept in the development of these computa-
tional representations, which aligns with the proposed approach
for defining "control room".

Similarly, it explores the role of visualization in working with
word embeddings and emphasizes the potential for interactive anal-
ysis to reveal insights about the semantic properties of words and
their associations.

Furthermore, the introduction of word embedding techniques,
such as GloVe and word2vec, has significantly advanced the field of
natural language processing, as these methods have demonstrated
the ability to capture contextual and semantic information in a more
nuance manner compared to traditional bag-of-words approaches
[12, 16, 23].

Word embeddings can also be used to explore the relative sig-
nificance and meaning of words within a given context [3, 7]. For
instance, one study utilized word embeddings to identify features
related to ischemic stroke, acuity, and level of consciousness in
medical text data, highlighting the potential for these techniques
to support domain-specific applications [15].

There is also considerable discussion in the field of computer-
supported cooperative work about what the concept of a control
room entails. CSCW researchers have examined the collaborative
nature of control room operations, exploring how control room
personnel work together to monitor, coordinate, and respond to
complex industrial processes. This includes investigating the design
of control room interfaces and technologies to support effective
teamwork and information sharing among control room operators
and other stakeholders involved in the control of industrial systems
[14, 21].

3 Corpus Selection and Model Training
To investigate the definition of "control room" using word embed-
dings, we first need to select an appropriate corpus of text. As
mentioned, the use of academic and technical literature is likely to
yield relevant usage of the term, as control rooms are commonly
encountered in various domains, such as industrial, transportation,

Figure 1: Scatter plot of the first two dimensions of the re-
duced vector space.

and emergency management settings. In this study, we utilized

Figure 2: Flow chart for the corpus selection process.

the ACM Digital Library, a comprehensive repository of computer
science and related literature, to gather a corpus of text related to
control rooms. We downloaded the titles for all available papers
that mentioned the term "control room", resulting in a dataset of
151,573 titles. The search was a fulltext search so that the term
"control room" could have been appearing anywhere in the paper.
We specifically chose ACM Digital Library due to its accessibility
and because of several high-impact venues that focus on interac-
tion (such as CHI or CSCW). For this corpus word embeddings
were generated using the OpenAI word embedding model. This
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resulted in a vector representation of length 3,072 for each word
in the corpus, capturing the semantic relationships between the
terms.

4 Refinement Process
Due to the substantial size of the vector space, directly comparing
and searching for relationships between the entries is computa-
tionally intensive. Therefore, we reduced the vector space in the
following step using Uniform Manifold Approximation and Projec-
tion for Dimension Reduction (UMAP) to its four most significant
dimensions [11]. The scatter plot in Figure 1 demonstrates a dis-
tribution with two primary clusters when mapping the first two
dimensions. Next, we mapped the entries to a hierarchical clus-
ter using Ward variance minimization algorithm to compute the
linkage matrix [13].

We then transformed this hierarchical cluster into a flat cluster
by determining an optimal number of clusters based on silhouette
scores and employing the kneedle algorithm for decision-making
[19]. The 78 unique clusters correspond to various papers on control
rooms. Each cluster was analyzed using a word cloud to emphasize
the key words. Term Frequency Inverse Document Frequency was
used for vectorizing the titles of the papers in order to compute
these word clouds [4]. The analysis revealed that many of them do
not relate to safety-critical control rooms, but rather concentrate
on wider topics such as computer systems or software engineer-
ing. Subsequently, clusters directly related to safety-critical control
rooms were isolated, reducing the number of relevant papers to
7,214. The word clouds of those relevant clusters are shown in
Figure 3.

Due to the vague nature of these word clouds, a second round of
refinement was conducted. The distribution of the reduced vector
space for those 7,214 papers is depicted in Figure 4, but no clear
clusters are evident at first glance.

After this second round, an optimal clustering of 160 clusters
was achieved and the most significant word clouds were selected.
Figure 5 shows the resulting word clouds from prominent clusters.
Those clusters were selected by identifying papers featuring "con-
trol room" prominently in the title and the clusters these papers
belong to.

Following this step, the number of papers was further reduced
to 281 and an optimal amount of 22 distinct clusters (displayed
in Figure 6) were computed, with the core control room cluster
identified by word cloud shown in Figure 7 and highlighted in
Figure 6.

5 Results
The final analysis of the core control room cluster reveals the com-
mon terms associated with the concept of a control room. Further
examination of the hierarchical word clusters reveals several spe-
cific aspects and functionalities of industrial control rooms. The
most prevalent terms identified are "industrial," "control," "room,"
"physical," "multimodal,", "environments" and "display."

The analysis of the literature emphasizes the central role of the
industrial control room as a physical facility designed to oversee
and manage complex industrial processes. These control rooms

Figure 3: Word cloud of the selected clusters after round 1.

Figure 4: Scatter plot of the first two dimensions of the re-
duced vector space for the second round.

are integral to ensuring the efficient and safe operation of various
industrial activities.

The concept of "multimodal" information presentation and inter-
action within control rooms is highlighted, encompassing visual,
auditory, and potentially haptic feedback mechanisms. This multi-
faceted approach aims to enhance operators’ situational awareness
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Figure 5: Word cloud of the selected clusters after round 2.

Figure 6: Scatter plot of the final distribution. The core con-
trol room group of papers is encircled on the right.

Figure 7: Hierarchical word cluster of the core control room
group.

and decision-making capabilities by providing information through
multiple sensory channels.

The prominent focus on large and pervasive displays in control
rooms underscores their vital role in presenting comprehensive
overviews of system states and processes. These visual information
dissemination systems enable operators to effectively monitor, ana-
lyze, and respond to the dynamics of their operations, facilitating
continuous oversight and quick access to relevant data.

Furthermore, the analysis reveals a strong emphasis on the con-
trol room as a tangible environment, where operators physically
interact with systems and technologies to ensure the smooth func-
tioning of processes.

This emphasis on the physical space and infrastructure of con-
trol rooms emphasizes their significance as the central hub for
command, control, and coordination of their activities.

In conclusion, the analysis of the word embeddings reveals that
the core concept of a control room encompasses several key aspects:
the physical space and infrastructure, ergonomic design consid-
erations, multimodal information presentation, warning systems,
contextual awareness, and the command and control of industrial
processes.

Our analysis also identified several adjacent hierarchical word
clusters (see Figure 8) that provide additional insights into the
nuanced functionalities and design considerations of control rooms.

First, a cluster of terms such as "tangibles," "tabletop," and "sur-
faces" points to the use of tangible user interfaces and interactive
surfaces in control rooms. Tangible interfaces involve physical
objects that can manipulate digital information, often on large,
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Figure 8: Hierarchical word clusters of the groups directly
adjacent to the core control room group.

collaborative tabletop surfaces. These interfaces enable more intu-
itive and direct data/control manipulation, improving the operator
experience and facilitating teamwork.

Second, a cluster of words like "workspace," "awareness," and "dis-
plays" indicates a focus on creating an optimal, intuitive workspace
for control room operators. This includes large, comprehensive
display systems that provide situational awareness and facilitate
decision-making.

Third, a cluster with "large displays," "public displays," and "per-
vasive workspaces" emphasizes the importance of comprehensive
visual information dissemination. Large and public displays are
crucial for presenting system states and processes, allowing opera-
tors to effectively monitor and analyze vast amounts of data. The
"pervasive" nature of these display systems ensures critical infor-
mation is always accessible, supporting continuous monitoring and
operational responsiveness.

6 Conclusions
This comprehensive analysis of the literature on control rooms,
using word embeddings and hierarchical word clusters, provides
a detailed understanding of the various themes and functions as-
sociated with these critical environments. The focus on industrial
control rooms highlights their primary role in overseeing and man-
aging complex industrial processes. These control rooms are char-
acterized by their emphasis on monitoring, control, automation,
safety, communication, and optimization.

Tangible user interfaces and interactive tabletop surfaces empha-
size the need for intuitive and collaborative control mechanisms,
enabling more direct manipulation of digital information through
physical objects and shared workspaces. Large and pervasive dis-
plays underscore the necessity for comprehensive and readily ac-
cessible visual information to support continuous monitoring and
decision-making, ensuring that critical data is always available to
operators.

Ultimately, the design of modern control rooms reflects a con-
certed effort to create technologically advanced, ergonomically
optimized, and user-centric environments that enhance operator
performance, situational awareness, and overall efficiency in man-
aging processes.

Drawing on these insights, we can define a control room as a
centralized environment designed to monitor, control, and optimize
complex processes and systems, particularly within industrial set-
tings. It integrates advanced technological solutions, including au-
tomation, multimodal feedback, and large-scale displays, to enhance
situational awareness and operational efficiency. Ergonomically
optimized for operator comfort and effectiveness, control rooms
facilitate continuous communication and coordination among oper-
ators and stakeholders. They employ tactile and tangible interfaces
to provide intuitive control mechanisms, ensuring a responsive
and safe operational environment. Through the pervasive dissemi-
nation of critical information and real-time data analysis, control
rooms play a crucial role in maintaining the stability, safety, and
productivity of processes.

This definition captures the multifaceted nature of control rooms,
highlighting their technological, ergonomic, and operational dimen-
sions. It underscores the centrality of these spaces in managing
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activities and responding to the dynamic challenges of their envi-
ronments.

This study, while comprehensive, is not without its limitations.
The analysis is based on predominantly computer science research
articles, and a more extensive literature review could potentially un-
cover additional insights. Furthermore, this research has shown that
a lot of the literature is about classic control rooms in industrial set-
tings, and it is important to note that the findings may not directly
translate to non-traditional control rooms in other domains. Addi-
tionally, the use of word embeddings and word cloud analysis, while
powerful, has inherent limitations in capturing the nuances and
context-specific meanings of terms. To fully understand the com-
plex nature of control rooms, a more in-depth qualitative analysis,
including interviews with subject matter experts, may be necessary.
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